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Our Supplementary Material for “MineAnyBuild: Benchmarking Spatial Planning for Open-world
AI Agents” is organized as follows. In Section A, we discuss the impacts, limitations and future
directions of our work. In Section B, we introduce the Minecraft game and its common simulated
environments. In Section C, we present the datasheets of our datasets, including dataset description,
data field descriptions, etc. In Section D, we provide the details for our benchmark, tasks, and data
curation pipeline. In Section E, we present the prompts utilized for proprietary models and critic
models in our benchmark. In Section F, we provide more experimental results, information and
analyses. In Section G, we present more visualization results of our evaluation on AI agents. In
Section H, we declare our usage of LLM in our paper and the Supplementary Material.

A Broader Impacts, Limitations, and Future Directions

A.1 Boarder Impacts

Spatial intelligence has become an important research dimension in developing open-world AI agents
for handling various downstream applications. AI agents with spatial intelligence can better satisfy
the need of spatial perception, understanding, memorization, etc., in tasks like automatic assembly,
architectural design, and robotic manipulation. Although existing open-world AI agents driven by
Multi-modal Large Language Models (MLLMs) have exhibited astonishing capabilities in various
text-based (1D) and image-based (2D) tasks, they still struggle to tackle tasks requiring spatial
understanding and cognition from a 3D perspective. Moreover, existing benchmarks designed for
evaluating spatial intelligence typically ignore the gap between abstract spatial understanding and
actual task execution.

In light of this, we propose an innovative benchmark to evaluate a critical part in spatial intelligence,
i.e., spatial planning, to bridge the gap between spatial reasoning and task completion. Our proposed
MineAnyBuild benchmark standardizes task definitions, modules, and interfaces, enabling a compre-
hensive and rigorous evaluation of spatial planning capabilities for open-world AI agents, especially
MLLM-based AI agents. Through our introduced infinitely expandable data collection paradigm,
our benchmark can also acquire scalable data for facilitating spatial planning training and evaluation.
We believe our proposed benchmark can make a significant stride in spatial intelligence research to
promote the development of AI agents capable of spatial planning and reasoning, which brings great
benefits for a wide range of real-world applications.

Creativity is also an important indicator for evaluating the aesthetics of 3D space tasks. Just like
text creation in the 1D domain and image editing/painting creation in the 2D domain, with the
rapid development of generative AI in recent years, the evaluation of aesthetic features and creative
assessment under these dimensional data have always been one of the important current evaluation
indicators. Similarly, we set up the creativity task to evaluate the agents’ assessment of the aesthetics
and 3D potential of space tasks. Agents receive an instruction and are required to brainstorm block
combinations for different parts of the architecture and outline a rough structure layout, to find ways
to maximize creativity and the dynamic range of possible builds. Therefore, creativity not only
reflects the cognitive depth of future AI systems, but also emerges as a novel and important criterion
for agents towards Artificial General Intelligence (AGI) [1, 2].

Constrained by the limitations and biases of these AI agents, the potential negative impacts should also
be considered when developing them to address real-world applications requiring spatial perception
and cognition. For example, the uncertainty and hallucination of their outputs may cause unreliability
and even safety problems, e.g., damage of public facilities. Therefore, besides the benchmark designed
for encouraging AI agents research, it is also important to establish guidelines for accountability and
design risk mitigation strategies when deploying these AI agents in real-world applications.

A.2 Limitations

The main limitations of this work are summarized as follows:

1) Evaluation tools that we choose are relatively slow and require manual operations. We discuss the
choice of tools in Section B.3.

2) Evaluation based on a scoring system still has drawbacks compared to evaluation based on models
or fixed criteria. Although we believe that our scoring-based evaluation can better mimic the human
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evaluation, it is obvious that this approach is somewhat inferior in terms of scientificity, reliability
and stability when compared to some evaluators trained by AI models.

3) The output format based on the 3D blueprint matrix is not the best so far. Although this is the best
option we have chosen after careful consideration at present, this approach is not optimal due to the
output token limits of MLLMs or the action sequence length of embodied agents. We also discuss it
in Section D.3.

A.3 Future Directions

Based on the limitations we discuss above, we outline the future directions to represent a roadmap for
advancing the spatial intelligence research, especially the spatial planning, in this section.

• Better Evaluation Tool: Currently, the existing evaluation tools and frameworks are suitable
for previous tasks, such as skill learning and tech-tree, but they are not well-adapted to the
building construction task that we proposed and lack the necessary visual output interface of
high-quality visualizations. We hope that more developers can cooperate together to jointly
develop and improve the evaluation tools for our proposed tasks of spatial planning in the
future, so as to better promote the development of AI agents in spatial intelligence.

• More Advanced Evaluation System: Designing evaluation methods beyond current
scoring-based approach to obtain a more advanced evaluation system is crucial to eval-
uate AI agents and improve the quality of agents’ spatial planning and intelligence.

• Optimized Output Format: Develop an output format which is easier for agents to
understand and learn than the blueprint matrix or code generation is also beneficial, with
which agents are able to “translate” their planning into executable results more effectively,
reducing errors or biases caused by the output.

• RL-based Agents: On the basis of multiple existing simulator environments in Minecraft,
implementing a basic RL-based agent is important at present. The training of RL-based
agents can greatly improve the development of Embodied AI research. We would like to
design and develop RL-based agents in the future to better adapt to our MineAnyBuild
benchmark and datasets.

• Memory and Learning Modules: We believe that the memory and learning modules
are very important for the tasks and benchmarks we have proposed. Currently, most of
our evaluations are based on zero-shot querying of MLLMs, and they usually respond
with plans relying on their original knowledge base. If powerful memory modules are
integrated, AI agents can gradually learn from small/simple architectures/assets, gain a
deeper understanding of spatial planning step by step, and then complete more complex and
large-scale buildings finally, akin to curriculum learning techniques, so as to build an ideal
and perfect castle just like human players.

• A General Agent Framework Combining MLLMs and RL Training: Exisiting embodied
AI frameworks mainly revolve around an MLLM-based “brain” and bottom-level modules
for action execution, and such a framework can be extended to the tasks we proposed. In
the future, a general agent framework that combines MLLMs and efficient RL training will
greatly enhance the capabilities of agents to perform better in these planning tasks.

B Minecraft

Minecraft is a highly popular 3D sandbox video game developed by Microsoft’s Mojang Studios. The
environment is primarily composed of 3D blocks, each distinguished by pixel-art textures on their
surfaces that represent a variety of materials, such as dirt, stone, minerals, water, and trees. Minecraft
facilitates a high degree of interaction with these blocks for both human players and AI agents,
enabled through well-developed user interfaces or APIs. Players are capable of freely navigating the
world, collecting these fundamental blocks, and subsequently positioning them on a standardized
3D integer-based coordinate grid to engage in diverse construction activities. Consequently, the
diversity in block types, the extensive freedom of interaction, and the standardized 3D coordinate
system establish Minecraft as an ideal environment for assessing the spatial reasoning and planning
capabilities of large AI models.
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Furthermore, Minecraft is supported by a vast and active user community that consistently generates
an abundant and expanding collection of user-generated content. This content, including items such
as modifications (mods), skins, texture packs, and custom maps, is readily available for download, a
factor that underscores the platform’s significant extensibility.

B.1 Environment Details of Minecraft Game

The Minecraft environment has several versions that are available for players to download and use.
In our work, we recommend the version 1.16.5 and 1.20.4 for better adaption to some simulator
environments. We finally choose the version 1.20.4 for mineflayer simulator.

The Minecraft environment, specifically version 1.20.4, comprises an extensive set of over 830+
standard block types. Each block type is uniquely identified by a textual name, which anyone can
easily obtain the information at website: https://minecraft.wiki/w/Block.

In Minecraft, players can do anything they can imagine. Players can build an architecture, craft
tools, smelt ore, brew potions, trade with villagers and wandering traders, attack mobs, grow crops,
raise animals in captivity, etc. Players even can use redstone to build a computer. This is a world of
freedom and infinite possibilities.

The Minecraft world is divided into different areas called “biomes”. Different biomes contain
different blocks and plants and change how the land is shaped. There are 79 biomes in Minecraft
1.16.5, including ocean, plains, forest, desert, etc. Diverse environments have high requirements for
the generalization of agents.

Current works [3, 4, 5, 6, 7, 8, 9, 10, 11] are merely confined to traditional embodied planning tasks
like skill learning or tech-tree goals. Compared to these works, our benchmark MineAnyBuild is
proposed to evaluate AI agents in spatial intelligence, which is an emerging research field regarding
the ability of AI agents to reason about 3D space.

B.2 Simulator Environments

We compile the simulator environments used in some current works in Table 1. It can be observed
that most current works mainly focus on several categories such as MineRL [12], MineStudio [13],
MineDojo [3] and Mineflayer [14].

Our benchmark MineAnyBuild is mainly built on the Mineflayer simulator environment. As we
mentioned in Section A, we plan to expand and adapt our benchmark to these RL-based simulator
environments in Table 1 as much as possible in the future.

Table 1: Various Minecraft agents in different code environments.
Code Environment Agent Publication Task Type

MineRL [12]
VPT [5] NeruIPS 2022 Skill Learning

STEVE-1 [15] NeruIPS 2023 Skill Learning
Optimus-1 [7] NeruIPS 2024 Skill Learning
Optimus-2 [8] CVPR 2025 Skill Learning

MineStudio [13]
Jarvis-1 [16] T-PAMI 2024 Skill Learning

GROOT-2 [17] ICLR 2025 Skill Learning
ROCKET-1 [11] CVPR 2025 Skill Learning

MineDojo [3]
MineDojo [3] NeruIPS 2022 B&D Skill Learning & Architecture Building

DEPS [18] NeruIPS 2023 Skill Learning
MP5 [19] CVPR 2024 Skill Learning

Mineflayer [14]
Voyager [6] TMLR 2024 Skill Learning & Tech Tree
APT [20] AAAI 2025 Workshop Architecture Building
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B.3 Tools for Evaluation and Visualization

We introduce two common tools for evaluation on our benchmark, and discuss about the choice of
them and corresponding reasons.

Compared with traditional Minecraft benchmarks and works, their evaluation is based on whether
a task is successful or not, simply by checking data such as whether atomic actions match or
environmental information and states. However, our new benchmark MineAnyBuild focuses on
evaluating the overall appearance of buildings and the spatial planning process, so it has high
requirements for visual data. Therefore, we must rely on existing Minecraft visualization tools to
visualize the buildings constructed by agents and then submit them to evaluators (critic models) for
evaluation.

Presently, there are mainly two common visualization tools in relevant research works, namely
Mineflayer Viewer and Replay Mod. We summarize the advantages/disadvantages of these two tools
in Table 2.

Table 2: Various Minecraft agents in different code environments.

Tools Advantages Disadvantages

Mineflayer Viewer 1) Easy to use.
2) Quick image acquisition speed.

1) Some blocks cannot be rendered,
e.g., stairs and slabs.
2) Fixed perspective.

3) poor custonmization

Replay Mod
1) Any blocks can be correctly rendered.

2) Customizable perspectives.
3) High degree of freedom.

1) Slow image acquisition speed.
2) Non-automated.

3) Requiring manual operations.

Next, we will specifically introduce the characteristics and general usage of these two tools, and
explain the reasons for our final choice (Replay Mod) in Section B.3.2.

B.3.1 Mineflayer Viewer

Mineflayer prismarine-viewer is a tool proposed by PrismarineJS team. This tool provides Viewer
and WorldView which make it possible to render a Minecraft world. This tool can be well integrated
with Mineflayer [14] simulator environment to quickly generate the corresponding visual views from
the agent’s current perspective. The Github repository of this tool is at https://prismarinejs.
github.io/prismarine-viewer/.

Our initial plan for using this tool is as follows: We set up an observing agent (named bot) to observe
the constructed objects from a specific position and at a specific angle, and then use this tool to take
screenshots to obtain images from the corresponding perspectives and positions. This method has
almost no delay and can be easily automated, making it highly suitable for evaluating agents.

However, we found that prismarine-viewer in Minecraft 1.16.5 and 1.20.4 can not render some
important blocks that are frequently appeared in building tasks, such as stairs and slabs, as shown in
Figure 1. This poses a significant problem for building data and tasks involving structures such as
houses, as it may result in these houses lacking well-designed roofs. Voyager [6] has answered an
issue1 that they finally didn’t choose this tool due to its poor-quality visualization. Therefore, we
have to temporarily abandon this tool, and hoping that this tool can further address this rendering
issue in the future.

While writing this Supplementary Material, we find that the project seems to be able to successfully
render stairs in the latest version of Minecraft 1.21.4 (at https://github.com/PrismarineJS/
prismarine-viewer). Therefore, we will update our benchmark in our GitHub code repository
in several months to adapt to these latest versions, which will facilitate the further evaluation of AI
agents. Please subscribe to our MineAnyBuild benchmark for latest updates.

1https://github.com/MineDojo/Voyager/issues/19
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Game Screen Mineflayer Prismarine-viewer

missing stairs

Figure 1: Render error in Mineflayer prismarine-viewer.

B.3.2 Replay Mod

Replay Mod is a Modification for the popular sandbox game Minecraft which allows players to
record, replay and share their gaming experience. It’s easy to use, but an incredibly powerful tool
to create perfect Minecraft videos within minutes. The website of this tool is at https://www.
replaymod.com/.

Because this evaluation tool can correctly render the blocks (e.g., stairs and slabs) that appear in
architecture construction, and the quality of the output images/videos is relatively high. Although this
tool requires some manual operations, these operations are relatively easy. Moreover, the generated
images are less likely to cause errors that would lead to incorrect judgments of the agent’s output by
the critic model.

Therefore, we finally selected this tool as our evaluation tool. We use this tool to obtain visualized
videos, and extract frames from the videos through the opencv-python library to select the corre-
sponding imgaes as the input for the critic models, as shown in Figure 2. Specific operation tutorials
can be referred to at https://www.replaymod.com/docs/. We will also provide corresponding
reference documents and video processing code segments using opencv-python in our Github code
repository soon.

save the video

render the video

Figure 2: Visualization of Replay Mod.

C Datasheets

C.1 Dataset Description

Our dataset is built on several player-generated content (PGC) on the Internet. We conduct data
curation process on this PGC and design various tasks based on the curated data. We recommend
that any researchers using our dataset should use it for non-commercial AI research purposes only.
We have released our dataset on Hugging Face: https://huggingface.co/datasets/SaDil/
MineAnyBuild.
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C.2 License

Our MineAnyBuild benchmark is released under the CC BY-NC-SA 4.0 license. We also list the
relevant licenses and terms-of-use of data resources utilized in the process of constructing our dataset
as follow:

(1) GrabCraft [21]: CC BY-NC-SA 4.0 (Terms of Use).

(2) Minecraft Official Wiki [22]: CC BY-NC-SA 4.0 (Terms of Use).

(3) Creations from Raekon: CC BY-NC-SA 4.0 (Terms of Use). We may partially release our dataset
to protect the copyright of this author, Raekon. Anyone who use this dataset can adopt our labeled
data or our data curation process to get the same data. Commercial use is strictly forbidden, and
we recommend you to subscribe to this author and download the corresponding map environments to
obtain the same dataset as ours. Author homepage: https://www.patreon.com/Raekon.

C.3 Format

The folder structure of the MineAnyBuild.zip file we provide on Hugging Face (https://
huggingface.co/datasets/SaDil/MineAnyBuild) is organized as follow:

MineAnyBuild.zip
data

images
assets...............................Images of decoration assets from Raekon

1.jpg
...

commonsense ........................... Images for Spatial Commonsense Task
SC_0001_IMG_0.jpg
...

grabcraft.............................Images of architectures from GrabCraft
al_capone_cadillac.png
...

reasoning................................. Images for Spatial Reasoning Task
TSK_SR_1_0001.jpg
...

stimuli................................................Images of 48 stimuli
MR1.......................................................Stimulus No.1

N_0.png...........Image of original stimulus in default +45 viewing angle
RX_1.png........ Image of x-axis-mirrored stimulus in +135 viewing angle
RY_2.png ........ Image of y-axis-mirrored stimulus in +225 viewing angle
RZ_3.png ........ Image of z-axis-mirrored stimulus in +315 viewing angle
...

...
wiki........................Images of architectures from Minecraft Official Wiki

desert_animal_pen_1.png
...

architectures.json..................Data of architectures and decoration assets
task.......................................................Data of 5 types of tasks

Task_Creativity.json
Task_Spatial_Commonsense.json
Task_Spatial_Planning.json
Task_Spatial_Reasoning.json
Task_Spatial_Understanding.json

C.4 Data Field Descriptions

Our dataset mainly consists of two major parts: architectures and tasks. “Architectures” refer to the
buildings/decoration assets collected from the above-mentioned data resources, while “tasks” refer to
five types of tasks that we designed for these “Architectures”. Each row in architectures and tasks
data is organized as a structured JSON format. We provide the specific descriptions for each data
field utilized in our dataset as follow.
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C.4.1 Architectures

The data field descriptions of architectures data are separated into two parts: GLOBAL for field
common to all data and OPTIONAL for field only available in partial data.

GLOBAL:

• id: A unique identifier for an architecture. This identifier follows the format of
{AR_TDDDD_hash1_hash2}, where T indicates the types of data resources, and DDDD
indicates the unique number of the architecture. hash1 and hash2 represent the first 16
hexadecimal digits of the hash values generated by the SHA-256 algorithm for information
such as types, name and description. These hash strings are utilized as unique identifiers for
an architecture/asset. (e.g.: AR_00001_4025eb7e4ff6ef93_a9eab824ea6e85d9)

• name: A simple name of this architecture. For decoration assets, we set it as the format of
“decoration_asset_{num}”.

• description: A textual description for the architecture or asset.
• data_resource: An identifier selected from “Grabcraft”, “Minecraft Official Wiki” and

“Raekon”.
• 3d_info: A dictionary that describes the 3D data of a cubic bounding box enclosing an entire

3D architectures/assets, e.g., {“width”: 5, “height”: 5, “depth”: 5}.
• difficulty_factor: A difficulty coefficient obtained through comprehensive calculation based

on the data distribution (introduced in Section D.2.2).
• image: A relative file address of a visualization image of the architecture/decoration asset.
• block_materials: A list of all types of blocks utilized in the architecture/decoration asset.

The list will be constructed into a mapping table (dictionary) during the construction process,
using to associate block_materials with the blueprint matrix.

• blueprint: A 3-dimension list (matrix) representing architectural construction blueprint
through integers. Each integer corresponds to the index number of the block_materials list
plus 1. (e.g., for the list [A, B, C], the integer 2 corresponds to the block B.)

OPTIONAL:

• type: A field used to describe architecture types, which is not utilized to describe the
indoor decoration assets. (e.g., the architecture “simple_tree_house” belongs to the type of
“houses”)

• biome: A field exclusive to “Minecraft Official Wiki” data. Since these data come from the
official resources, the Minecraft game has different construction plans and block types for
similar building in different biomes (Minecraft natural environments).

• image_urls: A field exclusive to “Grabcraft”, presenting the image urls that can be down-
loaded by http/https requests.

• metadata: A field to describe the data sources, which can be data urls or architectural
metadata.

C.4.2 Tasks

The data field descriptions of tasks data are separated into two parts: GLOBAL for field common to
all data and OPTIONAL for field only available in partial data.

GLOBAL:

• id: A unique identifier for a task. This identifier follow the format of {TSK_task type_unique
string}. task type is selected from “CR”, “SC”, “SP”, “SR” and “SU”, representing “Creativ-
ity”, “Spatial Commonsense”, “Executable Spatial Plan Generation”, “Spatial Reasoning”
and “Spatial Understanding”, respectively. unique string is the unique string of different
tasks. (e.g.: TSK_SR_1_0084)

• instruction: An instruction for building architectures/assets or a question for Spatial Rea-
soning task and Spatial Commonsense task.
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OPTIONAL:

• AR_id: An identifier that is the same as AR_id in Architecture data. This field is only set for
Executable Spatial Plan Generation, Creativity and Spatial Understanding tasks.

• difficulty_factor: A float value that is the same as difficulty_factor in Architecture data. This
field is only set for Executable Spatial Plan Generation, Creativity and Spatial Understanding
tasks.

• block_materials: A list that is the same as block_materials in Architecture data. This field
is only set for Executable Spatial Plan Generation, Creativity and Spatial Understanding
tasks.

• image: One or more images that visualize the architecture/asset or perspective views. This
field is only set for Executable Spatial Plan Generation, Spatial Understanding and Spatial
Commonsense tasks.

• image_desp: One or more textual descriptions of the image. This field is only set for Spatial
Commonsense task.

• options_image: An image containing a combination of 4 option images or 1 compared
image, and an original image. This field is only set for Spatial Reasoning task.

• options: A list consisting of 4 option images. This field is only set for Spatial Reasoning
task.

• metadata: A string that describes the option and selected stimuli. This field is only set for
Spatial Reasoning task.

C.5 Data Examples

In this subsection, we provide more visualization examples in our datasets.

C.5.1 Architectures

We provide two visualization examples of architecture data in Figure 3.

{
"id": "AR_00003_f9eb7ce83c6f60fc_f223faa96f229162",
"name": "apple",
"description": "Apple",
"data_resource": "Grabcraft",
"3d_info": {"width": 12, "height": 15, "depth": 1},
"type": "items-170",
"biome": null,
"image": "./images/grabcraft/apple.png",
"image_urls": 
["https://www.grabcraft.com/files/products/medium/mediu
m_apple-statue-106.png"],
"metadata": "https://www.grabcraft.com/minecraft/apple-
statue/minecraft-items-173",
"difficulty_factor": 2.9,
"block_materials": 
["red_wool","red_terracotta","black_wool","brown_terrac
otta","magenta_terracotta","black_terracotta"],
"blueprint": […]

{
"id": "AR_20103_c3fecf50288ef0a0_9b29a9ceb1d25004",
"name": "decoration_asset_125",
"description": "a piano with a potted flower",
"data_resource": "Reakon",
"3d_info": {"width": 5,"height": 3,"depth": 4},
"type": nulls,
"biome": null,
"difficulty_factor": 1.7,
"image": "./images/assets/125.jpg",
"image_urls": null,
"metadata": null,
"block_materials": 
["quartz_pillar[axis=y]","smooth_quartz_stairs[waterlo
gged=false,shape=straight,half=top,facing=north]","rai
l[waterlogged=false,shape=east_west]","lantern[waterlo
gged=false,hanging=false]","potted_blue_orchid"],
"blueprint": […]

Figure 3: Visualization examples of architecture data.

C.5.2 Tasks

We provide more visualization examples for the Executable Spatial Plan Generation, Spatial Un-
derstanding, Creativity, Spatial Reasoning, and Spatial Commonsense tasks, which are presented in
Figure 4- 8.
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{

"id": "TSK_SP_00003_0",

"AR_id": "AR_00003_f9eb7ce83c6f60fc_f223faa96f229162",

"difficulty_factor": 2.9,

"instruction": "Let's build an apple. We want 

it to be a pixel art. The border of this could 

be decorated by several black_wool blocks. Make 

the skin of this apple be composed of red color 

blocks, like red_wool and so on. Decorate the 

apple with highlights just like drawing. The 

apple also needs to have a stem, which we can 

use black_terracotta to make it.",

"block_materials": 

["red_wool","red_terracotta","black_wool","brown_terra

cotta","magenta_terracotta","black_terracotta"],

"image": "/data/images/grabcraft/apple.png"

} 

{

"id": "TSK_SP_00003_1",

"AR_id": "AR_00003_f9eb7ce83c6f60fc_f223faa96f229162",

"difficulty_factor": 2.9,

"instruction": "Build an apple.",

"block_materials": 

["red_wool","red_terracotta","black_wool","brown_terra

cotta","magenta_terracotta","black_terracotta"

],

"image": "/data/images/grabcraft/apple.png"

}

w/ specific explanations w/o specific explanations

reference image

w/ specific explanations

w/o specific explanations

Build an apple.

Let's build an apple. We want it to be a pixel art. The 

border of this could be decorated by several black_wool 

blocks. Make the skin of this apple be composed of red 

color blocks, like red_wool and so on. Decorate the apple 

with highlights just like drawing. The apple also needs to 

have a stem, which we can use black_terracotta to make it.
highlights

Figure 4: Task example visualization of Executable Spatial Plan Generation.

Build

Erect

Raise

Assemble

Fabricate

Create

Design

action verbs

Construct

Establish

Set up

Develop

Put up

Form

…… a/an .

apple

small desert house

plain butcher shop

piano

streetlight

...

Construct a piano.

architectures/assetsformat

instruction

Figure 5: Task example visualization of Creativity.

Pivot Block

Ending Block

Let's build a Ancient Pillar Ruin structure. 

This structure has total 8 layers with the width 3 and length 3.

Layer 1: stone_bricks: [(0,1), (1,0), (1,1), (1,2), (2,1)].

Layer 2: stone_bricks: [(0,1), (1,0), (1,1), (1,2), (2,1)].

Layer 3: stone_bricks: [(1,1)], stone_brick_slab: [(0,1), (1,0), 

(1,2), (2,1)].

Layer 4: cobblestone_wall: [(1,1)].

Layer 5: cobblestone_wall: [(1,1)].

Layer 6: chiseled_stone_bricks: [(1,1)].

Layer 7: chiseled_stone_bricks: [(1,1)], stone_brick_stairs (East, 

Upside-down): [(0,1)], stone_brick_stairs (South, Upside-down): 

[(1,0)], stone_brick_stairs (North, Upside-down): [(1,2)], 

stone_brick_stairs (West, Upside-down): [(2,1)].

Layer 8: stone_bricks: [(1,1)], stone_brick_slab: [(0,1), (1,0), 

(1,2), (2,1)].

instruction reference  image

Layer 1

Layer 8

egocentric (body-centered)

allocentric (world-centered)

Figure 6: Task example visualization of Spatial Understanding.

C.6 Croissant Metadata

The Croissant file for our MineAnyBuild hosted on Hugging Face is available at https://
huggingface.co/api/datasets/SaDil/MineAnyBuild/croissant. We provide the success
record of passing the croissant-checker2 provided by NeurIPS in Figure 9.

2https://huggingface.co/spaces/JoaquinVanschoren/croissant-checker
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Question

Answer

C

Question

Answer

C

Question

Answer

True

Which option is the same as the original image, 

aside from its orientation?

Which option is different from the original 

image, aside from its orientation?

Can the right image be obtained by rotating 

the original image? True or False?

Figure 7: Task example visualization of Spatial Reasoning.

Is it suitable to place a bed in this room in 

the image?

Question

Reference Answer

No. It is a bathroom with a toilet and a 

sink. Placing a bed in the bathroom is not 

in line with spatial commonsense.

I'm very tired. Where should I go and 

what should I do from my current position?

Question

Reference Answer

You are currently on the stairs going 

upstairs. You need to continue going up 

and turn left. Walk straight to the bed in 

front of you and lie down on it to rest.

rationality of object placement

navigation and sense of direction

bed

toilet

Figure 8: Task example visualization of Spatial Commonsense.

D Details for Benchmark, Tasks and Data Curation

In this section, we provide some details about our benchmark MineAnyBuild, corresponding tasks
and data curation pipeline.

D.1 Details of Tasks

D.1.1 More Details of Executable Spatial Plan Generation Task

As we mentioned in the main text, the task input we designed consists of an abstract architecture
building instruction accompanied by precise explanations. Agents are required to think on the
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Figure 9: Record of successfully passing the croissant-checker provided by NeurIPS.

decomposition of architecture substructures and corresponding connections to generate executable
spatial plans for architecture building, just like completing a jigsaw puzzle.

We also provide an Executable Spatial Plan Generation task with simpler instructions. The instructions
for this task type are consistent with those in Creativity task, only describing the entire building. We
require the agent to output its planning based on the visual input and these simple instructions, and
then provides the corresponding executable blueprint matrix according to the planning.

For tasks with given detailed instructions, we provide specific explanations based on the supervision by
powerful MLLMs or human, guiding the agent to gradually construct these sub-structures according
to the step-by-step explanations. While for simple instruction tasks without these detailed guidance,
we require agents to output the process of decomposing sub-structures. In fact, these two types of
tasks complement each other rather than being completely overlapping. Overall, they can effectively
evaluate the agent’s comprehensive capability for spatial planning. We also provide examples of
these two types of Executable Spatial Plan Generation task data in Figure 4 for differentiation.

D.1.2 More Details of Creativity Task

As we mentioned in the Creativity task prompt in Section E.1, we guide MLLM-based agents on
how to construct creative buildings. Specifically, the key points are as follows:

1) How to best interpret and implement the build specification.
- List key elements from the build specification.
- Brainstorm block combinations for different parts of the structure.
- Outline a rough structure layout.

2) Creative ways to use the available blocks to achieve the desired aesthetic.
3) How to ensure the mapping correctness in your blueprint matrix.
4) Ways to maximize creativity and the dynamic range of possible builds.
5) Consider potential challenges and solutions.

In this way, we can guide agents to plan in a more creative direction, thereby stimulating their creative
capabilities with specific prompt and presenting more distinctive architectural creations.

D.1.3 More Details of Spatial Understanding Task

The instructions for the Spatial Understanding task can be automatically generated through templated
code, i.e., we only need to associate the values of the matrix with the corresponding indices based
on the existing ground-truth blueprint matrix and block materials, and set the [0][0][0] indices as
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the pivot block. Then we can obtain the corresponding task instruction data represented by relative
positions.

It seems that this task is obvious and easy for the agent, but in fact it is not. During our conducted
experiments, we found that the agents’ understanding of 3D data is still weak, and they have
difficulties in handling the conversion between relative coordinates and world coordinates in practical
applications. Therefore, we still keep this task to evaluate the agent’s perspective transformation
capability, as shown in Figure 6.

The main difference between this task and the Executable Spatial Plan Generation task is that
the former focuses more on the “result” of coordinate perspective transformation, while the latter
emphasizes more on the “process” of spatial planning. The two tasks are not exactly the same but
complementary finally.

D.1.4 More Details of Spatial Reasoning Task

As shown in Figure 7, there are three main types of our Spatial Reasoning tasks in total, where
selecting the same one from four stimuli, selecting the different one from four stimuli, and judging
whether two stimuli can be obtained only by rotation.

x

y

z

original stimulus

z-axis-mirrored
(x-y plane)

x-axis-mirrored
(y-z plane)

y-axis-mirrored
(x-z plane)

different viewing angle mirrored stimuli

+45°+135°

+225°

+315°

Figure 10: Augmentation of stimuli utilized in spatial reasoning tasks.

In Figure 10, we demonstrate how we expand from one stimulus to several stimuli. We mainly focus
on randomly generated stimuli in the Minecraft environment and perform mirror symmetry along
the X/Y/Z axes. The chiral geometries produced in this way usually cannot be made identical to the
original ones just by rotation, unless the original stimulus itself has a certain degree of symmetry, but
we require and avoid such geometries with obvious symmetry.

D.1.5 More Details of Spatial Commonsense Task

Spatial Commonsense refers to humans’ intuitive understanding of spatial attributes such as the
position, direction, distance, and shape of objects in the physical world, and it appears in every aspect
of daily life. We list the most important types of spatial commonsense in our task data in Figure 11,
and provide explanations as follows:

• Rationality of object placement: To estimate a contradiction between asset function and
space and whether the size of an item is suitable for a certain space (e.g., “a refrigerator
should not be placed in the bathroom”).

• Navigation and sense of direction: We require agents to locate directions without previous
information, and determine abnormal situations (e.g., “you need to turn right when going
upstairs” and “the chair can not be under the table”).

• Path planning: We require agents to avoid obstacles and bypass them rather than attempting
to pass through a wall when conducting path planning.

• Proximity commonsense: We require agents to make judgments based on spatial common-
sense and intuition rather than precise measurement, just as humans judge distance.
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• Furniture placement: For some common combinations of spatial object relationships, such
as the orientation and position of table and chair arrangements, we request agents to make
correct judgments.

• Spatial inclusion relationship: If object A is completely inside container B, then the
volume of A must be smaller than the internal space of B (e.g., “a piano cannot fit into a
chest”).

• Transitivity of topological relations: If A is to the left of B and B is to the left of C, then
A is usually to the left of C. However, agents need to make judgments and verifications
based on actual visual observations. Humans can determine this transitivity without logical
training, and we evaluate whether the agents can achieve it.

rationality of 
object placement

Is it suitable to place a bed in this room in the image?

Question

navigation and 
sense of direction

I'm very tired. Where should I go and what should I do 

from my current position?

path planning I'm walking now. What am I most likely to do?

proximity 
commonsense

Is the placement of the table and chairs in the current 

perspective appropriate?
furniture placement

Commonsense

spatial inclusion 
relationship

Which is easier for me to reach, the bread in front or the 

cake in front?

Can I carry this decoration asset that cannot be 

disassembled upstairs?

Based on my current perspective, the TV in front is to 

the left of the potted plant, and the potted plant is to the 

left of the pink cabinet. On which side of the TV is the 

pink cabinet?

transitivity of 
topological relations

⋮ ⋮

Figure 11: Vital types of spatial commonsense in our task data.

D.2 Details of Data Curation Pipeline

D.2.1 Details About Infinitely Expandable Paradigm

As we mentioned in main text, we conduct our data curation pipeline based on three steps: 1) data
collection, 2) quality checking, and 3) data annotation. We also propose an infinitely expandable
paradigm for our data curation pipeline.

Specifically, we manually mark the starting block (the minimum values on the X/Y/Z coordinates)
and the ending block (the maximum values on the X/Y/Z coordinates) of the 3D coordinates as
the three-dimensional coordinate box of the entire building, and obtain all the block information
corresponding to each position through mineflayer simulator [14]. After filtering the “air” blocks,
corresponding three_d_info, blueprint and block_materials can be acquired to obtain the architecture
data. We visualize a simplified version of this pipeline in Figure 12.

D.2.2 Estimation Metric of Difficulty Factor

To provide a preliminary quantitative assessment of construction difficulty for user-generated struc-
tures within the Minecraft environment, we propose a novel estimation metric. This metric is designed
to encapsulate the perceived effort and complexity inherent in the building process by integrating key
architectural parameters. Its formulation is guided by several key considerations:
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Starting Block

Ending Block

Manually Marking Two Blocks

to Determine a Bounding Box

{
"position": {"x": 24,"y": -57,"z": -483},
...
"name": "spruce_fence",
"displayName": "Spruce Fence",
...
"_properties": {},
...
}

{
"position": {"x": 24,"y": -57,"z": -482},
...
"name": "air",
"displayName": "Air",
...
"_properties": {},
...
}

Filtering “air” Block

{

"id": 

"AR_20186_01c59c297cab76ab_ed26be4770e47e38

",

"name": "decoration_asset_1",

"description": "a medieval street lamp with 

notice board",

"3d_info": {"width": 3,"height": 6,"depth": 

3},

"difficulty_factor": 1.7,

"image": "./images/assets/1.jpg",

"block_materials": 

["spruce_hanging_sign","spruce_fence","oak_

leaves","deepslate_brick_wall","spruce_trap

door","bell","lantern"],

"blueprint": [...]

}

Obtain Architecture Data

Figure 12: A simplified example of data curation pipeline.
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Figure 13: Difficulty Factor Distribution of task samples.

• Base Workload: The foundational construction effort is primarily determined by the total
number of blocks (N ) required for the structure. A larger N typically corresponds to
increased labor.

• Architectural Scale and Volumetric Complexity: The spatial extent of a structure, defined
by its bounding box dimensions of length (L), width (W ), and height (H), significantly
influences overall complexity. Greater volumetric footprints (L ·W ·H) typically neces-
sitate more intricate planning, navigation within the construction site, and sophisticated
management of symmetry and structural integrity.

• Height-Specific Challenges: Vertical construction introduces distinct challenges compared
to horizontal expansion. Factors such as the need for scaffolding, increased risk of falls, and
the complexities of vertical material transport amplify the difficulty. This aspect is captured
through an interaction term involving the total block count (N ) and the structure’s height
(H), acknowledging that placing blocks at greater elevations is inherently more demanding.

Based on these factors, we define the difficulty estimation metric, D, as follows:

D = ln (k1N + k2NH + k3LWH)−B

Where:

• D is the estimated difficulty score, a relative scalar value where higher scores suggest greater
theoretical construction complexity.

• N represents the total scalar count of blocks used in the construction.
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• L, W , and H denote the scalar values for length, width, and height of the structure’s
bounding box, respectively.

• k1, k2, and k3 are scalar weighting coefficients associated with the base workload, height-
augmented workload, and volumetric complexity, respectively.

• B is a scalar bias term used for calibration.

In our initial investigations, the coefficients k1, k2, and k3 were uniformly set to unity (k1 = k2 =
k3 = 1), and the bias term B was set to 0.4. Initial evaluations on a dataset of Minecraft constructions
indicate that the resultant difficulty scores approximate a Gaussian (bell-shaped) distribution. This
distributional characteristic underscores the metric’s potential for robust initial classification and
comparative analysis of construction difficulty.

Furthermore, the use of a logarithmic function, rather than mapping difficulty scores to a predefined
fixed range, imparts robust scalability to the metric. This property is particularly advantageous when
applied to novel datasets, enabling consistent evaluation across diverse construction complexities
while mitigating issues of score saturation or reduced sensitivity at extreme values.

D.3 Discussion on Evaluation and Output Format

We ultimately select the output format of a 3D blueprint matrix as the data structure to represent
architectures. Why didn’t we choose the mainstream output formats, such as executable code?
We considered that code generation is actually quite complex for architectures building, and this
representation method cannot express the metadata form of buildings at the underlying level.

Although code generation aligns well with the motivation of disassembling sub-structures during the
building construction process, for some complex buildings, this representation method only repeats
the reasoning of agents, thus limiting the planning effect of agents. For example, when constructing a
complex house with a roof, the code generation output by agents may be more inclined to express
the coordinate values of each position in the matrix (e.g., matrix[1][2][3] = Block_A). For some
complex structures, they are more likely to make fundamental errors in the relationships between 3D
coordinate points.

We expect agents to analyze and plan building outputs in the form of “Layers”, i.e., a 3D building
is reduced in dimension to several 2D plane data through layering. For these 2D plane data, they
can construct the building based on the characteristics of model data and the matrix as the root. If
we also use code generation to express levels, we can find that this is consistent with the form of a
blueprint. The blueprint method can ensure that agents better understand the relationships between
3D coordinate points, and then combine spatial reasoning at the abstract level to better reflect the
spatial intelligence of agents.

E Prompts

We provide task prompts, evaluation prompts, and data curation prompts in Section E.1, Section E.2,
and Section E.3, respectively.

E.1 Task prompts

(1) Executable Spatial Plan Generation:

## System Prompt:
You are an expert Minecraft builder in a flat Minecraft Java 1.20.4 server and Python coding. Your
goal is to produce a Minecraft architecture, considering aspects such as architecture structure,
block variety, symmetry and asymmetry, overall aesthetics, and most importantly, adherence to
the platonic ideal of the requested creation.

## User Prompt:
Build the architecture based on the instruction and reference image. The instruction divides
the architecture in the reference image by structure and demands. Please analyze and plan how
to build the corresponding sub-structures according to the divided structure and demands, and
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give the ONLY ONE OVERALL blueprint matrix of the total architecture. The blueprint is a
three-dimension list, and the dimensions of the blueprint matrix are in the order of height(positive
y), length(positive z) and width(positive x). Fill in "-1" into the blueprint to denote as "air". The
elements of the list matrix are integers filled according to the given mapping table.

Here is an example.
Block materials: {"oak_planks": 1}
Instruction: build a 3*3*4 (width, length, height) wooden house. We want it to be a simple boxy
house. The roof and floor should be solid and there is some space that player can go inside the
house.
Output:
Planning: The floor and roof of this wooden house can be made of 3*3 oak_planks as a square.
Make the house hollow with air in the layer 2 and 3 and leave the space for entrance towards west
(negative x). The two-layer walls are also made of 7*2=14 oak_planks. I can build it layer by
layer so that I can truly understand the spatial structure of this house. Then, here is the overall
blueprint matrix of the whole architeture. I’m sure that the 3-dim list has correct template and fill
in -1 as "air" to simulate no block here.
Blueprint:

‘‘‘json [[[1,1,1],[1,1,1],[1,1,1]],[[1,-1,1],[1,-1,1],[1,1,1]],[[1,-1,1],[1,-1,1]
,[1,1,1]],[[1,1,1],[1,1,1],[1,1,1]]] ’’’

IMPORTANT: You must only use blocks from the given block materials dictionary. Make full use
of them.
IMPORTANT: You must output ONLY ONE BLUEPRINT following the example format (A
3-DIM MATRIX).
IMPORTANT: Fill in -1(interger) as "air" into the blueprint matrix if no block is placed in the
corresponding position.

## Input:
Now, take a breath and continue.
Block materials: {block_types}
Instruction: {instruction}
Reference image: <image>

## Output:
Output:

(2) Spatial Understanding:

## System Prompt:
You are an expert Minecraft builder in a flat Minecraft Java 1.20.4 server and Python coding. Your
goal is to produce a Minecraft architecture, considering aspects such as architecture structure,
block variety, symmetry and asymmetry, overall aesthetics, and most importantly, adherence to
the platonic ideal of the requested creation.

## User Prompt:
Build the architecture based on the instruction and reference image. The instruction provides
the relative coordinates of every block in reference image, and please identify the structure and
summarize it as an overall blueprint matrix. The blueprint is a three-dimension list, and the
dimensions of the blueprint matrix are in the order of height(positive y), length(positive z) and
width(positive x). Fill in "-1" into the blueprint to denote as "air". The elements of the list matrix
are integers filled according to the given mapping table.

Here is an example.
Block materials: {"oak_planks": 1}
Instruction: build a 3*3*4 (width, length, height) wooden house layer by layer from bottom to
top. Layer 1: oak_planks: [(0,0), (0,1), (0,2), (1,0), (1,1), (1,2), (2,0), (2,1), (2,2)]. Layer 2:
oak_planks: [(0,0), (0,2), (1,0), (1,2), (2,0), (2,1), (2,2)]. Layer 3: oak_planks: [(0,0), (0,2), (1,0),
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(1,2), (2,0), (2,1), (2,2)]. Layer 4: oak_planks: [(0,0), (0,1), (0,2), (1,0), (1,1), (1,2), (2,0), (2,1),
(2,2)].
Output:

‘‘‘json
[[[1,1,1],[1,1,1],[1,1,1]],[[1,-1,1],[1,-1,1],[1,1,1]],[[1,-1,1],[1,-1,1],[1,1,1

]],[[1,1,1],[1,1,1],[1,1,1]]]’’’

IMPORTANT: You must only use blocks from the given block materials dictionary. Make full use
of them.
IMPORTANT: You MUST output ONLY ONE BLUEPRINT following the example format (A
3-DIM MATRIX). You MUST NOT answer your reasons.
IMPORTANT: Your results should only follow the format of the example and not be influenced
by the content of the examples.
IMPORTANT: Fill in -1(interger) as "air" into the blueprint matrix if no block is placed in the
corresponding position.

## Input:
Now, take a breath and continue.
Block materials: {block_types}
Instruction: {instruction}
Reference image: <image>

## Output:
Output:

(3) Creativity:

## System Prompt:
You are an expert Minecraft builder in a flat Minecraft Java 1.20.4 server and Python coding. Your
goal is to produce a Minecraft architecture, considering aspects such as architecture structure,
block variety, symmetry and asymmetry, overall aesthetics, and most importantly, adherence to
the platonic ideal of the requested creation.

## User Prompt:
Build the architecture based on the instruction and let your imagination run wild and use your
creativity to build your best architecture. Before providing your final blueprint matrix, plan your
solution considering the following spatial planning perspectives:
1. How to best interpret and implement the build specification.
- List key elements from the build specification
- Brainstorm block combinations for different parts of the structure
- Outline a rough structure layout
2. Creative ways to use the available blocks to achieve the desired aesthetic.
3. How to ensure the mapping correctness in your blueprint matrix.
4. Ways to maximize creativity and the dynamic range of possible builds.
5. Consider potential challenges and solutions
The blueprint is a three-dimension list, and the dimensions of the blueprint matrix are in the order
of height(positive y), length(positive z) and width(positive x). Fill in "-1" into the blueprint to
denote as "air". The elements of the list matrix are integers filled according to the given mapping
table.

Here is an example.
Block materials = ["oak_planks", "cobblestone", "red_wool"]
Instruction: build a 3*3*4 (width, length, height) wooden house.
Output:
Planning Reasons: Let’s build a simple wooden house. I use cobblestone as the material for the
floor and oak_planks for the wall and roof.
Selected_block_materials = "oak_planks": 1, "cobblestone": 2
Blueprint:
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‘‘‘json
[[[2,2,2],[2,2,2],[2,2,2]],[[1,-1,1],[1,-1,1],[1,1,1]],[[1,-1,1],[1,-1,1],[1,1,1

]],[[1,1,1],[1,1,1],[1,1,1]]]’’’

IMPORTANT: You must output ONLY ONE BLUEPRINT following the example format (A
3-DIM MATRIX).
IMPORTANT: Fill in -1(interger) as "air" into the blueprint matrix if no block is placed in the
corresponding position.

## Input:
Now, take a breath and continue.
Block materials: {block_types}
Instruction: {instruction}

## Output:
Output:

(4) Spatial Reasoning:

## System Prompt:
You are an expert Minecraft builder and player in a flat Minecraft Java 1.20.4 server.

## User Prompt and Input:
You need to answer this question with a visual image.
Question: {instruction} <image>
You must output ONLY one option (from True,False) without any reason based on the question.
IMPORTANT: You can only answer one word (from A,B,C,D or True,False).

## Output:
Your answer:

(5) Spatial Commonsense:

## System Prompt:
You are an expert in Minecraft and interior design, familiar with real-life common sense.

## User Prompt and Input:
You will receive a question and an image. Answer the question based on the image, focusing on
spatial commonsense. Your response must not exceed 70 words. Do not include any additional
content or thoughts. Now, take a breath and continue.
Instruction: {instruction}
The next image is {img_desp}. <image>

## Output:
Your answer:

E.2 Evaluation Prompts

(1) Executable Spatial Plan Generation:

## System Prompt:
You are an expert Minecraft builder in a flat Minecraft Java 1.20.4 server and an expert architecture
critic.

## User Prompt:
Give a grade from 1 to 10 to the following Minecraft architectures from different views. The
scores of reference human-annotated architectures are all 8 by default, as a reference for
comparison. You should give the grade based on how well they are presented and correspond

20



together to the building instructions in the following aspects:
- Completeness(Instruction Following): from *nothing, abandoned*(1) to *partial, incomplete*(5)
and *masterfully completed, perfectly realized*(10).
- Complexity: from *simplistic, basic*(1) to *straightforward, moderate *(5) and *challenging,
hardcore*(10).
- Overall Aesthetic, Atmosphere and Fidelity: from *stark, bare*(1) to *appealing, unusual*(5)
and *epic, masterpiece*(10).

## Input:
The following image is the ground-truth human-annotated reference image.
<image>
Give the grades based on the following image showing the Minecraft architecture in JSON format.
<image>
Building instructions: {instruction}
You must ONLY return the results in the following JSON format, but do not refer to the grades in
this example and just follow the FORMAT:

{
"Completeness(Instruction Following)": {

"grade": 8,
"comment": "The architecture well follows the building instructions and

achieves a good finish, which is similar to the reference architecture."
},

"Complexity": {
"grade": 8,
"comment": "This architecture has several advanced building techniques like

using several stairs upside down and half slabs to present some
structures with half a block."

},
"Overall Aesthetic, Atmosphere and Fidelity": {

"grade": 8,
"comment": "The selection and placement of blocks have a certain aesthetic

sense, reveal the feeling of ancient, in line with the requirements of
the given instructions."

}
}

You must not output any other reasoning or analysis.

## Output:
Output:

(2) Spatial Understanding:

## System Prompt:
You are an expert Minecraft builder in a flat Minecraft Java 1.20.4 server and an expert architecture
critic.

## User Prompt:
Give a grade from 1 to 10 to the following Minecraft architectures from different views. The scores
of reference human-annotated architectures are all 10 by default, as a reference for comparison.
You should give the grade based on how well they are presented and correspond together to the
building instructions in the following aspects:
- Instruction Following(Completeness): from *nothing, abandoned*(1) to *partial, incomplete*(5)
and *masterfully completed, perfectly realized*(10).
## Input:
The following image is the ground-truth human-annotated reference image.
<image>
Give the grades based on the following image showing the Minecraft architecture in JSON format.
<image>
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Building instructions: {instruction}
You must ONLY return the results in the following JSON format, but do not refer to the grades in
this example and just follow the FORMAT:

{
"Completeness(Instruction Following)": {

"grade": 8,
"comment": "The architecture well follows the building instructions and

achieves a good finish, which is similar to the reference architecture."
}

}

You must not output any other reasoning or analysis.

## Output:
Output:

(3) Creativity:

## System Prompt:
You are an expert Minecraft builder in a flat Minecraft Java 1.20.4 server and an expert architecture
critic.

## User Prompt:
Give a grade from 1 to 10 to the following Minecraft architectures from different views. You
should give the grade based on how well they are presented and correspond together to the
building instructions in the following aspects:
- Creativity: from *boring, dull*(1) to *mediocre, normal*(5) and *blue sky thinking, inspir-
ing*(10).
- Completeness: from *nothing, abandoned*(1) to *partial, incomplete*(5) and *masterfully
completed, perfectly realized*(10).
- Complexity: from *simplistic, basic*(1) to *straightforward, moderate *(5) and *challenging,
hardcore*(10).
- Architecture Structure: from *boxy, rudimentary*(1) to *intuitive, modest*(5) and *sophisticated,
intricate*(10).
- Overall Aesthetic, Atmosphere and Fidelity: from *stark, bare*(1) to *appealing, unusual*(5)
and *epic, masterpiece*(10).

## Input:
Give the grades based on the following image showing the Minecraft architecture in JSON format.
<image>
Building instructions: {instruction}
You must ONLY return the results in the following JSON format, but do not refer to the grades in
this example and just follow the FORMAT:

{
"Creativity": {

"grade": 6,
"comment": "The building uses the same material but different forms of block

types to enrich the architectural design. The design of this building is
based on reality but beyond reality."

},
"Completeness": {

"grade": 5,
"comment": "The architecture well follows the building instructions and

achieves a good finish. The architecture is not broken and is built
completely."

},
"Complexity": {

"grade": 6,
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"comment": "This architecture has several advanced building techniques like
using several stairs upside down and half slabs to present some
structures with half a block."

},
"Architecture Structure": {

"grade": 6,
"comment": "The design of the whole building is based on the vertical line as

the axis and symmetrical in the center, which has the sense of extending
upward."

},
"Overall Aesthetic, Atmosphere and Fidelity": {

"grade": 5,
"comment": "The selection and placement of blocks have a certain aesthetic

sense, reveal the feeling of ancient, in line with the requirements of
the given instructions."

}
}

You must not output any other reasoning or analysis.

## Output:
Output:

(4) Spatial Commonsense:

## System Prompt:
You are an expert in the field of multi-modal large language models and answer proofreading.
You can well compare the differences between the output results of large models and the standard
answers and score them.

## User Prompt:
You will get the output result of a multi-modal large language model and a standard answer. You
need to compare the two and score the output result of the MLLM. What you need to note is:
1)Evaluate the matching degree between the output result of the large model and the standard
answer. It is not necessary for the contents of the two to be completely the same, but the tendency
of the answers must be the same to be considered a correct match.
2)You need to score the matching degree, with a full score of 10. If it is a correct match, please
score at least 8 points or more. If it is a wrong match, please score at least 3 points or less. For
example, if the output of the large model is yes, and the standard answer is no, then it is obviously
a wrong match.
3)You need to carefully check the key information in the standard answer, such as spatial position
and direction, action tendency, and spatial common sense reasoning. If the output of the large
model meets all of them, please add points; if there are any that are not met, please deduct points
as appropriate within the range.
Please output the score and scoring reason (within 70 words) following this JSON format:
"score": 5, "reason": ""

## Input:
Standard answer: {answer}
MLLM response: {response}

## Output:
Your result in JSON format:
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E.3 Data Curation Prompts

## System Prompt:
You are an expert in Minecraft architecture, proficient in spatial planning and architectural design.

## User Prompt:
Ensure that generated content is related solely to construction, excluding any irrelevant content
related to user interaction.
Describe how to build this object in under 150 words.
Based on the input JSON file, generate a textual description of the structure within the file.
The output must exclude any coordinates and adhere to natural language norms without structured
bullet points or numbered lists.
Examples in the required format:
Let’s build a Ancient Pillar Ruin structure from bottom to top. First, place 5 stone_bricks as
the shape of a cross twice to build a two-layer foundation. Then, place 1 stone_bricks in the
center, and place each stone_brick_slab on the last 4 stone_bricks. Place 2 cobblestone_wall
vertically reaching a height of two blocks, and then 2 chiseled_stone_bricks similarly on top of
the cobblestone_wall. Leaning against the top chiseled_stone_bricks, place 4 stone_brick_stairs
upside down towards different orientation. Finally, place 1 stone_bricks in the center, and place
each stone_brick_slab on the 4 stone_brick_stairs.

## Input and Output:

F Additional Experimental Information, Results and Analyses

In this section, we first provide additional experimental information such as compute resources and
evaluation metrics. Then, we present more quantitative results with corresponding analyses.

F.1 Agents

Besides MLLM-based agents, reinforcement learning (RL)-based agents are also the mainstream
research objects in many current related works on Minecraft environments. RL-based agents have a
variety of low-level atomic actions and can be further developed in combination with reinforcement
learning algorithms. We are planning to develop RL-based agents for addressing our proposed
benchmark under popular RL frameworks such as Mineflayer [14], MineDojo [3], and MineRL [12].
We will synchronize and update these RL-based agents to our Github code repository at https:
//github.com/MineAnyBuild/MineAnyBuild in the future.

F.2 Compute Resources and Cost

We mainly use MLLM-based agents for the evaluation of our benchmark MineAnyBuild.

For proprietary models, we implement the input/output (I/O) of the open-world AI agents by querying
the corresponding APIs of MLLMs. We spent approximately 350 US dollars on the API calls in our
current experiments.

For open-source models, we conduct the inference of these models on NVIDIA RTX 3090 GPUs
and NVIDIA RTX 4090 GPUs. Noticing that the average output length of the planning tasks is
much longer than that of other tasks, more GPU memories are required to support our benchmark
evaluation. Considering the limited resources, we did not use GPUs with higher memories to run
open-source models with larger parameters. In the future, we will supplement the evaluation results
of large-scale open-source models based on the actual situation.
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F.3 Evaluation Metrics

F.3.1 Scores

1) Evaluation Scores:
We present the composition of evaluation scores and the corresponding scoring criteria (from 1 to 10)
in the evaluation prompts in Section E.2.

(a) Creativity. We mainly have the following five scoring dimensions for evaluation: Creativity
(SCreativity), Creativity (SCompleteness), Completeness (SComplexity), Architecture Structure (SAS), Overall
Aesthetic, Atmosphere and Fidelity (SOAAF).

SEvaluation = k1 ∗ SCreativity + k2 ∗ SCompleteness + k3 ∗ SComplexity + k4 ∗ SAS + k5 ∗ SOAAF (1)

where we set k1 = 0.8, k2 = k3 = k4 = k5 = 0.05 to better emphasize the evaluation of creativity.

(b) Executable Spatial Plan Generation. We mainly have the following three scoring dimensions for
evaluation: Completeness(Instruction Following) (SCIF), Complexity (SComplexity), Overall Aesthetic,
Atmosphere and Fidelity (SOAAF).

SEvaluation = k1 ∗ SCIF + k2 ∗ SComplexity + k3 ∗ SOAAF (2)
where we set k1 = 0.4, k2 = k3 = 0.3 to balance various dimensions so as to comprehensively
evaluate the effectiveness of spatial planning.

(c) Spatial Understanding. We only have the following scoring dimensions for evaluation: Com-
pleteness(Instruction Following) (SCIF).

SEvaluation = SCIF (3)

2) Matching Scores:
For the tasks which correspond to a specific ground-truth blueprint of the reference images, we
calculate the “Matching Score” between the results and ground-truths. We only conduct it on the
Spatial Understanding and Executable Spatial Plan Generation tasks. The specific calculation formula
for this score is as follows:

SMatching =
M

N
∗ 10 (4)

where N is the block amount of the ground-truth data, and M is the amount of matching blocks in
the corresponding 3D bounding space filtering out “air” block. Only when the block types match in
the relative position can it be considered valid.

We set the weighting coefficient of this score to a relatively small value between 0.05 and 0.1 because
we found that most of the outputs could not perfectly reproduce the buildings compared to the original
reference images. We believe that the construction of architectures does not necessarily have to be
completely identical to be truly good. Therefore, we have adjusted this weighted value downward.

3) Voting Scores:
For Creativity task, we design a voting ranking scoring algorithm as “Voting Score” referencing the
Swiss-round algorithm [23]. The specific design of the algorithm is shown in Algorithm 1. We set
the weighting coefficient of this score to a relatively small value ∼ 0.05. We will ultimately convert
the rankings from L in Algorithm 1 into SVoting ranging from 3 to 8 as the final voting score.

SVoting = 3 + 5× score−min(score)
max(score)−min(score)

(5)

We will also decide whether to use this score based on the specific scale of the evaluation.

F.3.2 Formula for Comprehensive Score

For different tasks, we obtain a comprehensive score based on these three kinds of scores, denoted as
“Score” (out of 10) shown in Table 1 of the main text, through corresponding weighting to indicate
the performance of agents in each task. The specific calculation formulas for each task are as follows:
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Algorithm 1: Multi-round Agent Battle Ranking Algorithm
Require: (1) Agent Ids I = id1, ..., idn: The set of agent identifiers to be ranked; (2) Total Rounds

R: The total number of battle rounds.
Ensure: (1) Ranked List L: The final ranked list containing (id, score); (2) Compared Log H: The

complete battle record.
1: for each idi ∈ I do
2: Create a tuple of agents ai ← {id : idi, score : 0, compared : ∅}
3: end for
4: for round r ← 1 to R do
5: Generate battle combinations:
6: Sort the agent set by (−score, id), and then create an empty battle set P ← ∅ and a used set

U ← ∅
7: for i← 1 to n do
8: if ai.id ∈ U then
9: continue

10: end if
11: for j ← i+ 1 to n do
12: if aj .id ∈ U then
13: continue
14: end if
15: if aj .id /∈ ai.compared then
16: P ← P ∪ {(ai, aj)}
17: U ← U ∪ {ai.id, aj .id}
18: break
19: end if
20: end for
21: end for
22: if P = ∅ then
23: break
24: end if
25: for each pair (aa, ab) ∈ P do
26: Get Critic Model’s response choice ∈ {1, 2}, Determine the winner w and the loser l:
27: if choice = 1 then
28: w ← aa, l← ab
29: else
30: w ← ab, l← aa
31: end if
32: Update scores: w.score← w.score+ 1, l.score← l.score− 1
33: Record the battle: w.compared← w.compared ∪ {l.id},

l.compared← l.compared ∪ {w.id}
34: end for
35: end for
36: L← The agent set sorted by the compare function
37: return (L,H)

SCR = k1 ∗ SEvaluation + k2 ∗ SVoting (6)
SSP = k3 ∗ SEvaluation + k4 ∗ SMatching (7)
SSU = k5 ∗ SEvaluation + k6 ∗ SMatching (8)

where SCR, SSP and SSU are the comprehensive scores of Creativity, Executable Spatial Plan
Generation, Spatial Understanding tasks, respectively. We set k2 = k4 = k6 = 0.05 and
k1 = 1− k2, k3 = 1− k4, k5 = 1− k6 to emphasize the evaluation score.

We will also dynamically adjust the proportions of these scores in the future and determine an optimal
weighting coefficient based on experiments and manual supervision.
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F.3.3 Error Bar Chart of Scoring by Critic Models

We provide an error bar chart for the scoring of critic models, as shown in Figure 14. Specifically,
we set 15 data points for the Creativity tasks, with different tasks for each data point. We conduct
10 API calls, using GPT-4.1 as critic model, with consistent inputs for each data point to obtain
different outputs. For each score among the 10 times output, we calculate the average, maximum,
and minimum values to determine the upper and lower bounds of the error for that score. We set the
upper bound of the error as the maximum value and the lower bound of the error as the minimum
value, and then the values of the data point correspond to the average scores.

Figure 14: Error bar chart for the scoring of critic models.

We can observe that for most data points, the upper and lower error of the scores is concentrated
within 1. The scores given by the critic model are relatively consistent, which also lays a foundation
for the reliability of our benchmark.

F.4 Full Results of Output Success Rate

We provide the detailed data corresponding to Figure 4 in the main text, as shown in Table 3.

F.5 Accuracy Evaluation Results on Spatial Reasoning Task

We present the results of more MLLM-based agents on spatial reasoning task, as shown in Table 4.
We can observe that even some state-of-the-art (SOTA) MLLMs, e.g., GPT-4.1 and Gemini-2.5-Pro,
do not perform optimally on our spatial reasoning tasks. Although the accuracy of these SOTA
models on these tasks is not high, the accuracy on human evaluation (with the task difficulty simpler
than ours) is only 60∼90% [24], which also indicates the high difficulty of the task itself. This result
also reveals that MLLM-based agents are required to be trained on tasks related to spatial intelligence
to further improve the intelligence level of them in the future.

F.6 Discussion on Human Evaluation

We conduct a simple experiment to examine the differences between human evaluation and the
evaluation of the critic models. We asked 5 volunteers to score 10 or 30 architectures (with 13 results
for each architecture) through a questionnaire. We collect the following findings in the process of
organizing the questionnaire results:
1) Human evaluation is prone to inertia and fatigue during multiple evaluations, which can affect
judgment. Especially when we changed the number of architectures to be evaluated from 10 to 30,
most volunteers were fatigued by the several questions in the questionnaire, which can easily lead to
evaluation biases.
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Table 3: Detailed data of Output Success Rate (OSR) in Figure 4 of the main text.
Models Spatial Understanding Executable Spatial Plan Generation Creativity

Proprietary

Claude-3.5-Sonnet 97.41 98.91 100.00

Claude-3.7-Sonnet 94.59 96.36 98.70

Gemini-1.5-Flash 73.81 93.25 98.27

Gemini-1.5-Pro 94.48 99.56 93.66

Gemini-2.0-Flash 91.23 86.37 94.48

GPT-4o 88.09 92.44 92.03

GPT-4o-mini 95.73 95.10 86.94

Open-source

InternVL2.5-2B 34.95 27.60 28.18

InternVL2.5-4B 37.90 32.71 42.18

InternVL2.5-8B 74.33 68.82 66.54

Qwen2.5VL-3B 50.88 50.84 44.65

Qwen2.5VL-7B 76.46 77.63 79.42

LLava-Onevision-7B 42.87 52.87 60.38

Abandoned

InternVL2.5-1B 16.61 21.20 22.19

LLava-Onevision-0.5B 13.21 14.76 15.23

Table 4: Accuracy evaluation results of more MLLM-based agents on the Spatial Reasoning task.
Models Accuracy ↑
Proprietary
Gemini-2.5-Pro 24.02
GPT-4.1 20.25
GPT-4.1-mini 22.57

Open-source
InternVL2.5-26B 26.16

Human evaluation is intuitively more convincing than that of the critic model. However, considering
the large-scale evaluation needs in the future, such a heavy workload is more suitable to be handled
by the highly intelligent critic model.

2) Human evaluation usually requires a reference. People usually select one result from multiple
similar ones as a reference and assign scores to other results with slight fluctuations.

3) Humans are not very accurate in scoring, and each person has different standards. But when the
quantity and scale are sufficient, human evaluation is still highly reliable.

F.7 Performance of Small-parameter Open-source MLLMs

For some models with small parameters (e.g., 0.5B and 1B), we found that their performance was
particularly poor and errors often occurred. Therefore, we finally decided not to include these results
in the main text. For the sake of fairness, we placed these results in Table 5.

Regarding the performance of these models on the Spatial Reasoning task, we find that in most cases,
their outputs are the same option (e.g., “A” or “False”), and only in a few cases they output other
options. This results in a probability for them to achieve an accuracy slightly higher than 25%, which
is not worthy of reference when compared with other models.
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Table 5: Evaluation results of small-parameter open-source MLLMs on MineAnyBuild.

Models
Executable Spatial Plan Generation Spatial Understanding Spatial Reasoning Creativity Spatial Commonsense

Overall
Score ↑ Score ↑ Accuracy ↑ Score ↑ Score ↑

Open-source
InternVL2.5-1B 0.11 0.08 28.5 0.12 4.18 14.68
LLava-Onevision-0.5B 0.09 0.00 27.8 0.37 3.26 13.00

G Additional Visualization Results

In this section, we provide additional visualization results with analyses about the executable planning
output and failure cases.

G.1 Executable Planning Output

Reference Image Spatial Understanding

(GPT-4o)palm tree

Creativity

(Claude-3.5-Sonnet) (Claude-3.7-Sonnet)

Executable Spatial Plan Generation

(Claude-3.7-Sonnet)(Gemini-2.0-Flash) (Gemini-1.5-Pro)Chinese arch

Planning Reasons:
Let's design a stylized Chinese arch, incorporating key architectural features like upturned eaves and 

vibrant colors. The core structure will utilize oak planks for stability, while red wool adds a traditional 

aesthetic. Oak stairs and slabs will create the characteristic curved roof. Glowstone will provide 

illumination.

1. How to best interpret and implement the build specification.  

- Key elements: Curved roof, prominent pillars, symmetrical design, vibrant colors, use of available blocks.

- Block combinations:

- Pillars: Oak planks

- Roof: Combination of oak stairs and slabs to create curves, red wool as decorative elements.  

- Detailing: Glowstone for lanterns.

- Rough layout: Two pillars connected by a curved roof structure.

2. Creative ways to use the available blocks to achieve the desired aesthetic.

- Oak stairs oriented in different directions will create the curved roof effect. Red wool will be strategically 

placed as accents on the roof. Glowstone will serve as a light source and add to the aesthetics.

3. How to ensure the mapping correctness in your blueprint matrix.

- Double-check the block IDs in the `Selected_block_materials` against the blueprint.

4. Ways to maximize creativity and the dynamic range of possible builds.

- Experiment with subtle variations in the roof curvature.\n\n5. Consider potential challenges and solutions

- Creating smooth curves with blocky Minecraft blocks can be challenging. Solution: Use a combination of 

stairs and slabs to approximate the curve. Ensure symmetry using the coordinates during manual placement.

(Gemini-1.5-Pro)

Figure 15: More visualization results on executable planning output.

We provide more visualization results on executable planning output in Figure 15. We can see that
proprietary models perform well in spatial planning tasks of complex architectures. For example,
for palm tree and Chinese arch in Figure 15, both GPT-4o and Gemini-2.5-Flash can well convert
relative coordinates to world coordinates in Spatial Understanding task. For creativity, the agents
exhibit capabilities to manifest architectural structures without ground-truth visual supervision. As
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shown in the Figure 15 below, the agent proactively utilize the block materials to construct the desired
architecture by spatial planning and unleashing creativity.

G.2 Failure Cases

Spatial Misunderstanding

(Gemini-1.5-Flash)

Chaotic Generation

(GPT-4o-mini)

Implementation Gap

(GPT-4o)

The blueprint matrix is:

1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,

22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,3

9,40,41,42,43,44,45,46,47,48,49,50,51,52……

Homogeneous Boxy Output

(InternVL2.5-8B)

Fragmented & disorganized

Planning Reasons: 

To create a warm-toned street lamp with a copper pillar, I will 

use copper blocks for the pillar and cobblestone for the wall. The 

copper pillar will serve as the main structure, and the cobblestone 

wall will provide a textured background.

The copper pillar can be used as a decorative element on the 

street lamp. The cobblestone wall can be used as a backdrop for 

the street lamp.

Selected_block_materials = {\"copper_pillar\": 1, \"cobblestone\": 

2}

Blueprint:

'''json 

[[[1,1,1],[1,1,1],[1,1,1]],[[1,1,1],[1,1,1],[1,1,1]],[[1,1,1],[1,1,1],[1,

1,1]]]

Figure 16: More visualization results on failure cases.

We provide more visualization results on failure cases in Figure 16, revealing that there are still some
challenges for agents, e.g., spatial misunderstanding, chaotic/fragmented/disorganized generation, and
homogeneous boxy structure output. We can observe that, when the block amount exceeds a certain
threshold or facing non-cubic architectural structures, agents struggle to understand precise space
localization and relationships among blocks, particularly in sub-structure composition and design.
Furthermore, agents present limited capability to interpret relationships between block orientation
(e.g., stairs as a part of the house roof) and global structural patterns. It is worth emphasizing that the
fundamental issue lies in agents’ abilities to “translate” textual planning into executable architectural
outputs (i.e., blueprint matrix), namely implementation gap. These identified limitations provide
future directions for spatial intelligence research.

H Declaration of LLM Usage

We primarily use LLMs for data filtering and the scoring system in our critic model (Multi-modal
Large Language Models). Our implementation involves no ethical breaches, with all outputs conduct-
ing human review to ensure safety and compliance. The usage of LLMs in our work does not impact
the scientific rigorousness and originality of the research.
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